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#### Abstract

Several order parameters have been considered to predict and characterize the transition between ordered and disordered phases in random Boolean networks, such as the Hamming distance between replicas or the stable core, which have been successfully used. In this work, we propose a natural and clear new order parameter: the temporal variance. We compute its value analytically and compare it with the results of numerical experiments. Finally, we propose a complexity measure based on the compromise between temporal and spatial variances. This new order parameter and its related complexity measure can be easily applied to other complex systems.


PACS numbers: $05.40 . \mathrm{Fb}, 02.50 .-\mathrm{r}, 02.70 . \mathrm{Uu}$

## 1. Introduction

Complex systems are composed of many interacting elements, and usually present different regimes of behaviour. Most of them show an order/disorder transition with a clear frontier between the two regimes. Due to the great interest of most of these systems, many efforts have been made to determine analytically the transition between order and disorder. For this purpose, several order parameters have been proposed and through their study the boundary transition has been successfully determined in many cases.

Random Boolean networks (RBNs) are a case of a well-known complex system that presents a clear and well-studied transition between ordered and disordered phases. Although RBNs were proposed in the 1960s by Kauffman [1], a good phase transition characterization was not available until the 1980s. Several order parameters have been used in order to study and characterize the transition, i.e. the Hamming distance between two annealed replicas
[2], the stable core [3], or more recently, Boolean derivatives [4] and self-overlap between successive configurations [5].

In this work, we present a new order parameter that can be successfully used to determine the boundaries between ordered and disordered phases: the temporal variance. By using it, we can characterize the transition between order and disorder in random Boolean networks. We will also see how the compromise between temporal and spatial variances can be interpreted as a natural measurement of the system complexity. Temporal variance as order parameter and complexity as defined here can be easily applied to other complex systems.

## 2. Random Boolean networks

Random Boolean networks (RBNs) [1] are systems composed of a number $N$ of automata $(i=1, \ldots, N)$ with only two states available $\left(x_{i}(t)=0\right.$ or $\left.x_{i}(t)=1\right)$. Each automaton $i$ has associated other $K$ automata $i_{1}, i_{2}, \ldots, i_{k}$, that act as arguments for a Boolean function $f_{i}$ that will be used to update the automaton state at each time step. That is, the automaton $i$ will change its state $x_{i}$ at each time step according to the rule

$$
\begin{equation*}
x_{i}(t+1)=f_{i}\left(x_{i_{1}}(t), x_{i_{2}}(t), \ldots, x_{i_{k}}(t)\right) \tag{1}
\end{equation*}
$$

Both $f_{i}$ and the identity of its $K$ inputs are initially randomly assigned to the automaton $i$, but maintained afterwards through the evolution of the system. To be more precise, the $N$ Boolean functions are created by randomly generating outputs of value 1 with a probability $p$, and of value 0 with a probability $1-p$. Thus $p$ is called the bias of the network.

It is well known that RBNs, for a given value of $p$, show a transition between ordered and disordered phases, separated by a critical value $K_{\mathrm{c}}$ of the connectivity. In the ordered phase ( $K<K_{\mathrm{c}}$ ) the networks freeze in a pattern after a short transient where nearly all the automata remain in a completely frozen state. On the other hand, in the disordered phase ( $K>K_{\mathrm{c}}$ ) all patterns are lost and the automata appear to be in a completely disordered state. For instance, as we change the value of $p$ the critical value $K_{\mathrm{c}}$ at which the transition takes place also changes and a 'critical line' appears in a $K-p$ phase diagram (figure 1, solid line). This line corresponds to [2, 6]:

$$
\begin{equation*}
K=\frac{1}{2 p(1-p)} \tag{2}
\end{equation*}
$$

## 3. Numerical variance in RBNs

In figure 1, three typical examples of RBN evolution are shown. All the networks have $N=50$ automata. The black colour corresponds to automata in state 1 and the white colour in state 0 . Each run contains 50 consecutive states, with time increasing upwards along the vertical axis. For $K=3$, the value $p_{\mathrm{c}} \approx 0.79$ (computed from equation (2)) acts as a critical value. For $0.9=p>0.79$ we have RBNs in ordered phase, and their dynamics is clearly 'frozen' (ordered). For $0.6=p<0.79$ RBNs are in disordered phase, as can be seen in the example of the figure. If $p=0.6$ and $p$ is fixed, the critical value can be found in $K_{\mathrm{c}}=2.08$. For $1=K<2.08$ we enter again the ordered zone and again the evolution of automata is 'frozen'. Although in the ordered zone we can find automata with values changing periodically, generally order and disorder differ in the frostbite (or not) of most of their components. It seems natural to characterize both phases by just using a measure of the temporal variation of their states. The easiest and most direct measurement of this variation is the variance. In the ordered phase, a frozen automaton always has the same value, its temporal


Figure 1. The boundary between the disordered and the ordered phase is shown in a $K-p$ phase diagram. Three examples of networks each with $N=50$ automata are shown. For $p=0.6$ and $K=3$ the network is in the disordered phase, as can be seen in the automata behaviour. If the connectivity is decreased (i.e. to $K=1$ ) or the bias is increased (i.e. to $p=0.9$ ) the network enters the ordered zone and the automata values, after a short transient, become frozen. Each run contains 50 consecutive states, time increasing upwards along the vertical axis.
variance is 0 and therefore the mean temporal variance of the network will be 0 . As the system enters the disordered phase, the temporal variance increases. Hence the variance seems to be a natural candidate for an order parameter.

To measure numerically the temporal variance in a RBN, the system has to reach the stationary state, after a long enough transient. In the stationary state we store $T$ iterations of the system, obtaining an $N \times T$ array of 0 s and 1 s . In any case, the proportion of 1 s and 0 s in the array will be $p$ and $1-p$.

Figure 2 shows the average results for simulations with $N=10000$ and three possible connectivities: $K=3,4$ and 5 . For each $K$ we have generated RBNs with $p$ ranging from 0.5 to 1 with a step of 0.01 . Each point represents the average of ten systems with identical $K$ and $p$. For each $K$ and $p$, after a transient of 250 iterations, we compute the variance of each automaton during the following $T=250$ iterations by using

$$
\begin{equation*}
\sigma_{n}^{2}=\frac{1}{T-1} \sum_{t=1}^{T}\left(x_{n}(t)-\bar{x}_{n}\right)^{2}, \tag{3}
\end{equation*}
$$

where $\bar{x}_{n}$ is simply the average value of automaton $n$ in $T$ steps:

$$
\begin{equation*}
\bar{x}_{n}=\frac{1}{T} \sum_{t=1}^{T} x_{n}(t) . \tag{4}
\end{equation*}
$$

Finally, we define the temporal variance of the network as the average of temporal variances for all the automata:

$$
\begin{equation*}
\sigma_{t}^{2}=\frac{1}{N} \sum_{n=1}^{N} \sigma_{n}^{2} \tag{5}
\end{equation*}
$$

As we can see, figure 2 shows a typical order/disorder phase transition diagram, proving that the experimental $\sigma_{t}^{2}$ clearly acts as an order parameter, marking the critical values of $p$ for each $K$, in complete agreement with equation (1).


Figure 2. Temporal variance versus bias, for RBNs with $K=3,4$ and 5. Each point represents the average of ten RBN simulations with identical $K$ and $p$, with $N=10000$. The solid line is the analytical calculation. The diagram shows clearly that the variance acts as an order parameter.

## 4. Analytical variance in RBNs

Can the temporal variance of the network defined in this way be determined analytically? A RBN is a set of $N$ automata interacting in a strongly non-linear way. To calculate the temporal variance, we will work instead with a system of $N$ decoupled Markov processes with the same statistical properties of RBNs through a mean-field approximation [7].

Previously we define $a_{n}(t+1)$, the self-overlap in time $t+1$ of an automaton $n$, as 1 if $x_{n}(t)=x_{n}(t+1)$ and 0 otherwise. We will name self-overlap $a(t+1)$ of a RBN as the average of $a_{n}(t+1)$ over all automata at time $t+1$. This average can also be written as

$$
\begin{equation*}
a(t+1)=\frac{1}{N} \sum_{n=1}^{N} a_{n}(t+1)=\frac{1}{N} \sum_{n=1}^{N}\left|1-x_{n}(t+1)-x_{n}(t)\right| . \tag{6}
\end{equation*}
$$

It is fairly easy to find the equation that describes the evolution of $a(t+1)$ in a mean-field approximation,

$$
\begin{equation*}
a(t+1)=a^{K}(t)+\left(1-a^{K}(t)\right)\left(p^{2}+(1-p)^{2}\right) \tag{7}
\end{equation*}
$$

where $K$ is the connectivity of the network and $p$ is the bias as previously defined. This equation forces $a(t)$ to evolve towards fixed points, $a(t) \rightarrow a$ as $t$ tends to infinity, i.e. in the stationary state, $a$ is a concrete value between 0 and 1 , and depends only on $K$ and $p$.

In an analogous way, we can define the ' $i j$-self-overlap' $a_{n_{i j}}(t+1)$ for the automaton $n$ as a magnitude whose value is 1 when $x_{n}(t)=i$ and $x_{n}(t+1)=j$, and 0 otherwise, for $i, j \in\{0,1\}$. Similarly, the averaged value over all automata at time $t+1$ is $a_{i j}(t+1)$. And in the stationary state $a_{i j}(t) \rightarrow a_{i j}$. Obviously,

$$
\begin{equation*}
a=a_{11}+a_{00} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{01}=a_{10}=\frac{1-a}{2} \tag{9}
\end{equation*}
$$

It is easy to obtain analytical expressions for $a_{00}$ and $a_{11}$ by taking into account the fact that the automaton has probability $p$ of being in state 1 and $1-p$ in the state 0 , i.e.,

$$
\begin{equation*}
a_{11}+a_{01}=p, \quad a_{00}+a_{10}=1-p \tag{10}
\end{equation*}
$$

From the above equations we have

$$
\begin{equation*}
a_{00}=\frac{a}{2}-\left(p-\frac{1}{2}\right), \quad a_{11}=\frac{a}{2}+\left(p-\frac{1}{2}\right) \tag{11}
\end{equation*}
$$

Note that we can interpret these $a_{i j}$ as joint probability distributions. By using them we can calculate the conditioned probabilities of transition from 1 to 0 or vice versa. Indeed, we can now calculate the conditional probabilities $p_{i \mid j}$ (probability of transition to the state $i$ in $t+1$, knowing that in $t$ its state was $j$ ) as $p_{i \mid j}=a_{j i} / p_{j}$. We can interpret these probabilities as the transition matrix of a Markovian process,

$$
\mathbf{T}=\left(\begin{array}{ll}
p_{0 \mid 0} & p_{1 \mid 0}  \tag{12}\\
p_{0 \mid 1} & p_{1 \mid 1}
\end{array}\right)=\left(\begin{array}{cc}
\frac{a+1-2 p}{2(1-p)} & \frac{1-a}{2(1-p)} \\
\frac{1-a}{2 p} & \frac{a-1+2 p}{2 p}
\end{array}\right),
$$

which satisfies

$$
\begin{equation*}
\sum_{i=0}^{1} p_{i \mid 0}=1, \quad \sum_{i=0}^{1} p_{i \mid 1}=1 \tag{13}
\end{equation*}
$$

where $p_{i \mid 0}, p_{i \mid 1}$ are the transition probabilities from the states 0,1 to the state $i$, respectively.
Thus, we have now reduced the whole network to a set of mean-field automata evolving independently under Markovian conditions, all the effects of their interactions being encoded in $a$. Note that for $a=1$ (the ordered phase), $\mathbf{T}$ is the identity matrix. A RBN of $N$ automata in ordered phase is equivalent to $N$ Markov chains, $p N$ of them having all their values equal to 1 , and $(1-p)$ of them with all their values equal to 0 . Each one of these chains contributes to the average with a temporal variance of 0 (does not change), and therefore the average value of the variance is 0 in the ordered phase.

For $a \neq 1$ it is easy to show that the $n$th power of the stochastic matrix $\mathbf{T}$ can be written as

$$
\mathbf{T}^{n}=\frac{1}{A+B}\left(\begin{array}{ll}
B & A  \tag{14}\\
B & A
\end{array}\right)+\frac{(1-B-A)^{n}}{A+B}\left(\begin{array}{cc}
A & -A \\
-B & B
\end{array}\right)
$$

with

$$
\begin{equation*}
A=\frac{1-a}{2(1-p)}, \quad B=\frac{1-a}{2 p} \tag{15}
\end{equation*}
$$

Then in the disordered phase

$$
\lim _{n \rightarrow \infty} \mathbf{T}^{n}=\frac{1}{A+B}\left(\begin{array}{ll}
B & A  \tag{16}\\
B & A
\end{array}\right)
$$

with equilibrium probability vector $(1-p, p)$, just as expected.
To compute the temporal variance for the Markov chain we simply need to weight properly the four possible two-time-step chains: $00,01,10$ and 11 . The average value of the case 01 is $\bar{x}=(0+1) / 2=1 / 2$, and contributes with temporal variance: $\sigma_{t}^{2}=\left\{(0-1 / 2)^{2}+\right.$ $\left.(1-1 / 2)^{2}\right\} /(2-1)=1 / 2$, exactly the same as in case 10 . The cases 00 and 11 will have temporal variance 0 . Thus, the temporal variance of the network is

$$
\begin{equation*}
\sigma_{t}^{2}=p p_{0 \mid 1} \frac{1}{2}+(1-p) p_{1 \mid 0} \frac{1}{2}=\frac{1-a}{2} \tag{17}
\end{equation*}
$$

Solid lines in figure 2 show the analytical result obtained through this approximation. It can be seen that the deduced variance fits perfectly with the values obtained with real RBNs, hence validating the method.


Figure 3. Spatial variance versus bias, for RBNs with $K=3,4$ and 5. Each point represents the average of ten RBN simulations with identical $K$ and $p$, with $N=10000$.

## 5. Variance as a measurement of the complexity

Besides the measurement of temporal variance, we can also take into account the spatial variance, and measure it in a given iteration along all the $N$ automata,

$$
\begin{equation*}
\sigma_{s}^{2}(t)=\frac{1}{N-1} \sum_{n=1}^{N}\left(x_{n}(t)-\bar{x}(t)\right)^{2}, \tag{18}
\end{equation*}
$$

where $\bar{x}(t)$ is the average value of all the automata at time $t$, which for values $N \gg 1$ is clearly equal to the bias:

$$
\begin{equation*}
\bar{x}(t)=\frac{1}{N} \sum_{n=1}^{N} x_{n}(t)=p . \tag{19}
\end{equation*}
$$

The spatial term can be somewhat misleading as there is not a real Euclidean space in which the nodes are embedded. The nodes simply form a random network with no underlying space. In fact, sometimes it is said that RBNs are infinitely dimensional systems. Anyway, as we mark each automaton with a number, we are somehow ordering and embedding them in an artificial one-dimensional space. Of course, this ordering has no real meaning and it is just a labelling. But it is in this sense we use the word 'spatial' when we say spatial variance.

One can easily calculate the spatial variance for values $N \gg 1$,

$$
\begin{equation*}
\sigma_{s}^{2}(t)=p(1-p)^{2}+(1-p)(0-p)^{2}=p(1-p) \tag{20}
\end{equation*}
$$

which is independent of $K$ and $t$ and depends only on the bias. Figure 3 shows the values of spatial variances for the same simulations as figure 2, which are in complete agreement with equation (20).

It is clear that the spatial variance $\sigma_{s}^{2}$ is a measurement of the diversity of possible configurations, reaching its maximum at $p=0.5$ and its minimum at the extreme cases $p=0$ or $p=1$, where it is equal to 0 . It is therefore a direct measure of spatial disorder, i.e. it is related to the spatial entropy of the system [5, 7].

Thus, because of this property, we propose a measure of the complexity of the system based on the variance. The complexity of network dynamics can be defined as a compromise


Figure 4. Spatial variance minus temporal variance as a measurement of complexity for RBNs with $K=3,4$ and 5 . Each point represents the average of ten RBN simulations with identical $K$ and $p$, with $N=10000$. It can be seen how complexity is maximum at the critical point between order and disorder.
between spatial disorder (maximum number of possible configurations) and temporal order. We propose as a measure of the complexity of the network, the difference between spatial and temporal variance:

$$
\begin{equation*}
C=\sigma_{s}^{2}-\sigma_{t}^{2}=p(1-p)-\frac{1-a}{2} \tag{21}
\end{equation*}
$$

This measure of complexity incorporates the main features of the intuitive notion of such a magnitude (see figure 4). It is minimum (in fact 0 ) for a completely crystallized system, when the output of all their Boolean functions is the same (that is, in a completely biased RBN, with $p=0$ or $p=1$ ). Its other minimum is at $p=0.5$, where the system is more disordered, this minimum being smaller as we get deeper into the disordered zone (see figure 1) by increasing the value of $K$. The important point is that the complexity is maximum at the transition point between order and disorder, where $1-a$ is equal to 0 for the first time.

Besides, as the critical $p$ increases when $K$ increases, the so-defined complexity is maximum at the critical point of $K=2$, decreasing for larger $K$ (note that for $K=1$ RBNs are always ordered and there is no critical point).

## 6. Conclusions

Random Boolean networks are a classical well-studied example of complex systems with a clear transition between order and disorder. Several order parameters have been successfully applied to the study of RBNs, most of them of general use in other complex systems. In this work we present a more intuitive and easy to apply, new order parameter: the temporal variance, $\sigma_{t}^{2}$. Temporal variance successfully points out the order/disorder transitions of the system and indeed behaves as expected in a classical order parameter. The election of this magnitude as order parameter is well based, and can easily be applied to other complex systems. We have also deduced analytically the variance for RBNs and checked that it is in complete agreement with numerical simulations.

As a bonus, we have also found that the difference between spatial and temporal variance can be reasonably used as a measure of complexity for random Boolean networks, as it reaches its maximum values at the boundary between order and disorder. Such a definition of complexity can easily be applied to many other physical systems.
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